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ABSTRACT
Instant search has emerged as the dominant search paradigm in
entity-focused search applications, including search on Apple Mu-
sic, LinkedIn, and Spotify. Unlike the traditional search paradigm,
in which users fully issue their query and then the system performs
a retrieval round, instant search delivers a new result page with ev-
ery keystroke. Despite the increasing prevalence of instant search,
evaluation methodologies for instant search have not been fully
developed and validated. As a result, we have no established evalua-
tion metrics to measure improvements to instant search, and instant
search systems still share offline evaluation metrics with traditional
search systems. In this work, we first highlight critical differences
between traditional search and instant search from an evaluation
perspective. We then consider the difficulties of employing offline
evaluation metrics designed for the traditional search paradigm
to assess the effectiveness of instant search. Finally, we propose a
new offline evaluation metric based on the unique characteristics of
instant search. To demonstrate the utility of our metric, we conduct
experiments across two very different platforms employing instant
search: A commercial audio streaming platform and Wikipedia.
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1 INTRODUCTION
In instant search, a searcher is provided with a complete result
list immediately after each character they enter. As soon as they
enter the first character (“A”, for example), the searcher receives
search results that contain “Amazon”, “Amazon Prime”, “Airbnb”,
and so on. As soon as they enter a second character (“d”), the
result list switches to “Adobe”, “Adidas shoes”, etc. Finally, upon
entering a third character (“e”) the searcher receives search results
that include the video for Adele’s Easy on Me as the sixth result,
which was the target of their search. The searcher clicks to watch
the video, and the search ends. A growing number of commercial
search services now feature instant search in essentially this form,
including Apple Music, Kayak, Netflix [21], LinkedIn [36], and
Spotify [6]. Instant search services tend to focus on entity search (e.g.
apps, games, music, people, podcasts, and videos) often with a single
target for the search. Traditional search services often provide query
suggestions or autocompletions as the searcher types, which appear
superficially similar to instant search. However, these mechanisms
are intended to guide the user in formulating a complete query,
rather than directly providing results [4, 11, 22, 27, 34].

Traditional IR metrics, such as MRR and nDCG [17] assume a
complete query as indicated by a user’s click on a “Search” button
or an equivalent action, as well as a single Search Engine Results
Page (SERP) which the user inspects top-down until they locate
the target(s) of their search or give up browsing and reformulate
their query [31, 38]. These metrics operate on a single ranked list,
summing over ranks. Applying these metrics independently to the
individual query/SERP pairs of a multi-character search sequence
in instant search means that most result lists will have a zero score.

Our work focuses on instant search and its evaluation in an of-
fline setting. After examining the characteristics and requirements
of instant search from an evaluation perspective, we demonstrate
that traditional metrics such as nDCG [17] do not satisfy all these
requirements. Based on these insights, we propose and experimentally
validate a new offline evaluation metric for instant search that ful-
fills the requirements. This new metric, which we called “2d-Gain”,
considers both the rank of the target and the length of the char-
acter sequence required to reach it. We demonstrate the utility
of our metric in the context of two distinct platforms employing
instant search: (i) A commercial audio streaming platform, and,
(ii) Wikipedia. While our evaluation metric could be applied more
generally, we focus our experiments on searches that have a sin-
gle entity as a target—a common setting of instant search systems.
Post-search engagement with entities (e.g., downloading an app,
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Figure 1: Two examples of search sequences where the user is looking for the song “Easy on me” by “Adele”. In the top row, the
search sequence has more than one occurrence of the successful entity, both on the third and fourth SERP. In the bottom row,
the user stops once they see the relevant result i.e., the successful item only occurs once in the sequence.

listening to a song, or watching a video) provide a high level of
confidence that the search was successful and the target was found.

While entity popularity represents a major ranking feature for
instant search, practically speaking, an effective instant search sur-
face must also support a high level of personalization. On an audio
streaming platform, a short prefix may be insufficient to disam-
biguate entities without considering the listening habits, language,
location, and other features associated with the searcher. For some
searchers, Adele’s Easy on Me should be the top result for the query
“A”, while for others AC/DC’s Thunderstruck will be best. On a
general web search surface, “A” is for Apple or Amazon. Through
our experiments on data from a commercial audio streaming plat-
form, we demonstrate that our metric can provide insights into
the trade-off between popularity and personalization. Recognizing
that Wikipedia’s search is essentially instant search, we repeat a
version of our experiments on Wikipedia, providing an additional
demonstration of our approach, and suggesting that Wikipedia may
benefit from exploring further popularity features for its ranker.

After a brief review of related work, the remainder of the paper
is organized as follows: §3 discusses the unique characteristics of
instant search, provides details of terminology, explains assump-
tions regarding searcher behavior; §4 provides a description of our
2d-Gain framework. We present two case studies of 2d-Gain. The
first case study (§5) reports an experimental comparison between
a personalized full-featured ranker and a simple popularity-based
ranker on a commercial audio streaming search surface. The second
case study (§6) reports a similar comparison on a dataset derived
from Wikipedia. Finally, we discuss limitations of 2d-Gain, as well
as future work (§7).

Our main contributions include 1) We explore the differences
between instant search and traditional search, exposing the limi-
tations of traditional evaluation metrics in the context of instant
search. 2) We propose a 2d-Gain metric, which considers both the
rank of the target entity and the length character sequence entered,
arguing for its suitability as a metric for the offline evaluation of
instant search. 3) We experimentally explore three different instan-
tiations of 2d-Gain with different discount factors: (i) estimated

from production data; (ii) based on exponential decay, inspired by
RBP [31]; (iii) based on the nDCG discount function. 4) We compare
a personalized full-featured ranker and a simple popularity-based
ranker on a commercial audio streaming platform and separately on
a Wikipedia dataset, showing that 2d-Gain can provide beneficial
insights into trade-offs between popularity and personalization.

2 BACKGROUND AND RELATEDWORK
While online evaluation has shown its merits, especially when
considering user engagement, offline evaluation of search systems
has always had more advocates because it is cheaper and more
generalizable [14, 32]. Therefore, we build our work on a long
history of offline evaluationmetrics with a focus onmetrics targeted
at web search and image search [37, 40].

2.1 Evaluation in context
An evaluation metric should consider the context of the retrieval
and the interface through which the searcher interacts with the
results. For example, Xie et al. [37] argue that the modeling of
searcher behavior should differ between web search and image
search due to the differences between their interfaces. The use of a
two-dimensional grid in image search requires different evaluation
metrics than those designed for a single ranked list. Other factors
that have a significant impact on how searcher behavior should be
modeled — and how the search engine should be evaluated —include
the number of items that will be shown to the user on each SERP
and the options for pagination vs. scrolling. Overall, evaluation
methodologiesmust appropriately reflect a search engine’s interface
and interaction characteristics. Each search application, interface,
and context may require a different evaluation metric. There is no
single standard metrics that can fit all circumstances. As shown in
prior work, different evaluation metrics are required in different
settings, including web search [1, 7–10, 31], image search [16, 37,
40] and conversational search [13, 24–26]. Like these applications,
instant search must also be evaluated on the basis of its interface
and interaction characteristics.
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2.2 Offline evaluation metrics
Offline evaluations metrics, such as nDCG [17], are typically com-
puted over a single SERP. While multiple alternatives to nDCG
have been proposed, these alternatives generally focus on different
models of interaction between the searcher and the SERP. For exam-
ple, Moffat and Zobel [31] propose the position-based Ranked Bias
Precision (RBP) evaluation metric, intended to model a searcher’s
persistence in scanning the SERP. However, RBP does not consider
the possibility that a searcher may stop scanning once they see a
relevant item. ERR [7] addresses this issue, modeling user behavior
as varying depending on the relevance of each item. In this paper,
we base discount models for 2d-Gain on inspiration provided by
the discount models employed in nDCG, RBP, and ERR. In addition,
the stopping model of ERR directly inspired our stopping criteria
for 2d-Gain. On the importance of offline effectiveness metrics in
evaluating information retrieval systems, the C/W/L framework
has been introduced, which separates user actions from the ben-
efit users derive as they exit the ranking. C/W/L and C/W/L/A
allow for the systematic categorization of current effectiveness met-
rics and enables novel combinations to be considered [2, 28–30]
In terms of SERP-level evaluations, Sakai and Zeng [33] evalu-
ate ranked retrieval evaluation measures based on how well they
match users’ SERP preferences. The study compares traditional and
preference-based evaluation measures based on SERP relevance and
diversity preferences. The results suggest that measures such as
nDCG perform best for traditional search, while diversified search
measures based on the SERP diversity preferences are most reliable
for diversified search. In addition, they found out that document
preference-based measures do not align as well with users’ SERP
preferences and are not recommended over traditional measures.
All in all, Sakai and Zeng [33] emphasize that the evaluation metric
should be aligned with the user’s SERP preferences and no single
metric can provide a surrogate for user preferences in all cases. Simi-
larly, Zhang et al. [39] explored the consistency between evaluation
metrics and user satisfaction in the batch evaluation of IR systems.
Their study primarily focused on whether metrics calibrated with
user behavior data can perform as well as those calibrated with
user satisfaction feedback in estimating user satisfaction.

2.3 Query autocompletion & session search
While query autocompletion [4, 11, 22, 27, 34] shares with instant
search the goal of providing immediate feedback to the searcher,
the evaluation of query autocompletion focuses on the suggestions
themselves, which may be evaluated in terms of the SERP retrieved
by each autocompletion suggestion [4, 23]. In contrast, we view
instant search as a two-dimensional process, one dimension asso-
ciated with character entry and the other dimension associated
with the rank of each item on the SERP. Evaluation metrics and
methods for instant search should reflect the two-dimensional na-
ture of the interaction. Session search has also been modeled as a
two-dimensional process [18, 19]. However, we differentiate instant
search from session search in several ways. In instant search, every
keystroke leads to a new SERP and the set of all keystrokes forms a
sequence whereas in session search, each complete query results
in a new SERP and a set of complete queries forms a session. As
such, it is more likely for information need drift to occur in session
search compared to instant search since each query is complete for
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Figure 2: Histogram of the number of occurrences of suc-
cessful entities in search sequences of LOGinstant-audio. The
y-axis indicates the percentage of sequences that the success-
ful items appeared in 𝑁 times.
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Figure 3: Percentage of SERPs with 0 nDCG score based on
minimum number of keystrokes in the search sequences of
LOGinstant-audio.

each SERP and might point to a different aspect or subtopic related
to the information need. In contrast, since each successive query
in an instant search session (i.e., a sequence of SERPs) only differs
from the previous one by a single character, we assume that the
probability of information need drift is minimal.

3 CHARACTERISTICS OF INSTANT SEARCH
In this paper, we argue that traditional evaluation metrics are not
capable of capturing important aspects of how searchers interact
with instant search, particularly the dependency between successive
SERPs in a sequence, since the searcher experience in instant search
starts by pressing a key and continues with their typing until either
they find the desired entity or give up. The complete sequence
of SERPs should be considered together for evaluation purposes
instead of treating each individual SERP independently. In this
paper, we focus on proposing an evaluation framework which is
compatible with instant search. We now define the terminology
we use throughout this paper. We also describe and justify our
assumptions about user behavior in an instant search system.

3.1 Search sequences
A search sequence starts when a user presses any key in the search
bar. An example of a keystroke could be adding a character or
deleting one. Each keystroke results in a new SERP in the sequence.
A sequence can be abandoned or terminated for a number of reasons
including when a user is not able to find what they were looking
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Figure 4: Estimated survival probability of entities at different rank and SERP levels derived from LOGinstant-audio. Darker cells
indicate a relatively higher survival probability.

for, inactivity, or by clearing the search bar. We intentionally avoid
using the term “session” since here the sequence mostly comprises
incomplete queries. Incomplete queries are naturally similar to each
other since they only differ by a single keystroke.

3.2 SERP rank and SERP level
A SERP contains the top retrieved entities for a given query, where
the query can either be complete or incomplete (i.e. a prefix of the
complete query). Each SERP is a ranked list of retrieved entities
which start at position 1 of the ranking and can have a different
number of ranked entities depending on different factors such as
the user’s screen size or whether the user has scrolled down on the
SERP. We assign a SERP level to each SERP in the sequence which
starts with SERP level 1, and each keystroke adds one level to it.

3.3 Successful sequence and entities.
A successful sequence is one that is terminated due to search success,
e.g. streaming a song for longer than a defined threshold. For offline
evaluation purpose, each query must have a known successful entity
or target entity. On a commercial search platform (§5) the target
entity is typically inferred from searcher behavior through business-
specific rules. In the case of our synthetic experiments (§6) target
entities are derived from lists of the most popular entities over a
selected time period. For the experiments reported in this paper,
we exclude searches that were not successful. Successful searches
provide a target entry that allows to search sequences to be re-
used for offline evaluation. Extending our work to accommodate
abandonment is left for the future.

3.4 Searcher behavior
Offline evaluation metrics are essentially models of searcher be-
havior [5]. A metric such as nDCG can be viewed as the searcher
scanning a search result list receiving some gain or utility from each
relevant item seen. Gain accumulates as the searcher scans down
the list. Other metrics, such as ERR [7], make the additional assump-
tion that once a searcher has seen a relevant item, they are less likely
to continue scanning, so that gain is discounted on future relevant
items as each relevant item is seen. In the case of entity search, we
adopt an extreme version of this assumption, that once the searcher
has seen the target entity, they stop scanning. An example of our

assumed search behavior is shown in Figure 1, where the searcher’s
intention is to find the song “Easy on Me” by Adele. The top and
bottom rows represent different search sequences. On the top row,
the target entity “Easy on Me” first appears in the third SERP, when
the query consists of only three characters. However, the user does
not notice the target entity at SERP level 2 and continues entering
their query, adding a fourth character (i.e. “adel”). In the bottom
row, we illustrate a sequence where the user stops as soon as they
see the target entity i.e., the sequence terminates once they see the
“Easy on Me” song in the forth SERP. We empirically explore how
often these different behaviors occur among one million randomly
sampled search log sequences—each with exactly one successful
entity—from a commercial audio streaming platform. This data was
collected throughout a single day in March 2022 for no specific
reason. We refer to this query log as LOGinstant-audio throughout
this paper. This same log, along with data from the following day
also forms the basis for the experiments reported in §5. We plot
how often the target entity occurs in a search sequence in Figure 2.
In more than 84% of sequences, the target entity was displayed
only once in the sequence. In most cases, searchers continue the
sequence only until they first retrieve what they are looking for.
Only in 11% of the sequences target entities repeated twice and
in less than 5% of the sequences are they repeated three or more
times. These results suggest that searchers pay close attention to
entities shown in each SERP as they type. The fact that successful
items do not repeat supports the view that a better ranker is one
that retrieves the relevant items in the earliest possible SERP since
users are indeed paying attention to the items on each SERP. This
analysis also suggests that searchers expect instant search systems
to retrieve target entities with incomplete queries.

4 2D-GAIN
In §3 we highlighted differences between instant search and tradi-
tional search, such as web search. Due to these differences, instant
search should be evaluated with a metric that reflects its unique
characteristics. We now introduce our metric—2d-Gain.

A common approach for measuring the effectiveness of a ranked
list involves summing over the product of a discount function of
ranks and a gain function mapping relevance assessments and rank
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Figure 5: Example illustrating the creation of a popularity based ranker (𝑅P) from historic query logs.

to a scalar value, indicating the overall utility of the ranked list[5].
The measures are usually proposed based on underlying brows-
ing model, a model of document utility, and a utility accumulation
model. These models can be independently modified, allowing for
the evaluation of different combinations of models in information
retrieval systems. The discount function under these user models
is commonly interpreted as representing a user who becomes in-
creasingly disinterested as they scan down a ranked list, while the
gain function represents the user’s perception of the value of each
document. However, this interpretation oversimplifies the many
options available for constructing these measures. Different ap-
proaches can be taken, such as using a probability density function
as the discount or applying dynamic or static discounts based on
relevance, which can lead to nuanced variations in the user model.
Under such an approach, an evaluation metric 𝑀 is defined over
𝐷 = [𝑑𝑖 |𝑖 ≤ 𝐾], a ranked list of top-𝑘 retrieved items 𝑑𝑖 , as:

𝑀 (𝐷) =
𝐾∑︁
𝑖=1

gain (rel(𝑑𝑖 )) × discount(𝑖) (1)

where rel(𝑑𝑖 ) refers to the relevance level of the item which is
ranked at position 𝑖 and discount(𝑖) can be interpreted as a sur-
vival probability, i.e. the probability that the searcher will continue
scanning to rank 𝑖 .

Many metrics such as DCG, RBP and ERR follow the formulation
shown in Equation 1, with the ERR gain function also considering
the gain of the items ranked above 𝑑𝑖 . These metrics are defined
on the SERP level and do not explicitly consider the relationship
between the SERPs in a sequence. To apply them to a sequence,
they would need to be applied independently to each individual
{query𝑗 ,SERP} pair of a multi-character search sequence in instant
search. However, SERPs at the start of the search sequence are less
likely to contain a relevant item, therefore have a zero score. It
is only after the target entity first appears that SERPs will have a
non-zero score, at which point the searcher will likely complete

their search by clicking on the entity. Metrics for instant search
much take this dependence between SERPs into account.

If we imagine applying nDCG independently to each SERP in a
sequence, most SERPswill receive a score of zero. Figure 3 shows the
percentage of SERPs with zero nDCG scores when applying nDCG
to every SERP in the sequence. We calculate nDCG independently
on each SERP, with the target entity as the sole relevant item.
Among all successful queries that have at least 5 keystrokes (i.e.
> 4 on the x-axis in Figure 3) in our dataset, over 81% of SERPs
have zero nDCG scores.

Based on shortcomings of traditional search evaluation metrics
for assessing instant search, we define the 2d-Gain of a sequence
𝑆𝑛
𝑘
of instant search results with 𝑛 SERP levels and each SERP

containing the top-𝑘 retrieved items as follows:

2d-Gain(𝑆𝑛
𝑘
) =

𝑛∑︁
𝑗=1

𝑘∑︁
𝑖=1

𝐺𝑖 𝑗 × 𝐷 (SERP𝑗 , rank𝑖 ) (2)

Here,𝐺𝑖 𝑗 is the gain of an item positioned at rank𝑖 in the 𝑗𝑡ℎ SERP
of sequence 𝑆𝑛

𝑘
. In traditional IR frameworks [7, 17, 31], 𝐺𝑖 𝑗 could

be interpreted as a function of relevance of the entity positioned
in SERP𝑗 of the sequence 𝑆𝑛𝑘 at rank 𝑖 . Moreover, 𝐷 (SERP𝑗 , rank𝑖 )
indicates the discount function at each position in the sequence. The
most important difference between this evaluation framework and
typical evaluation metrics (i.e. Equation 3 vs. Equation 1) is that the
discount factor is not only dependent on the rank, but considers
both the SERP level and the entity rank. 2d-Gain also maintains the
advantage of traditional frameworks with the flexibility to derive
variations of the 2d-Gain evaluation metric by adapting different
gain and discount functions according to the application under in-
vestigation and the goal of the search system [41]. For instance, any
traditional IR metric can fit into our framework with appropriate
changes to the gain and discount functions.

Equation 2 provides a general formulation of our metric, empha-
sizing its nature as a generalization of Equation 1. However, in light
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Figure 6: Performance of 2d-Gain using estimated discount rates from data (LOGinstant-audio) on (a) popularity-based ranker
and (b) personalized full-featured ranker.

of the characteristics of instant search described in §3, we assume
that the searcher will only receive benefit or gain from the target
entity the first time they encounter it, and there is no partial gain,
so 𝐺𝑖 𝑗 is never less than 1. Therefore, in the case of instant search,
𝐺𝑖 𝑗 = 1 the first time the searcher encounters the target entity;
𝐺𝑖 𝑗 = 0 otherwise. As a result, we simplify equation 2 to recognize
gain at the rank and level where 𝐷 (SERP𝑗 , rank𝑖 ) is maximized:

2d-Gain(𝑆𝑛
𝑘
) = max

𝑖, 𝑗

(
target𝑖 𝑗 × 𝐷 (SERP𝑗 , rank𝑖 )

)
, (3)

where target𝑖 𝑗 = 1 if and only if the target entity appears at rank 𝑖
of SERP 𝑗 . If the target appears more than once in a SERP sequence,
we score it only at the position where the searcher is most likely to
see it. As a result, 0 ≤ 2d-Gain(𝑆𝑛

𝑘
) ≤ 1 in this equation.

We could, of course, have made other assumptions. Perhaps a
person searching for Easy on Me would be happy with Someone
Like You, providing partial gain, but we leave the exploration of
this and other ideas for future work. While equation 2 represents
the general form of 2d-Gain, we use equation 3 for the experiments
reported in the remainder of the paper.

We now propose three instantiations of the discount function
in equation 3: (i) a data-driven instantiation; (ii) an instantiation
using exponential decay, inspired by RBP and; (iii) an instantiation
based on the nDCG discount function.
4.1 Approximating discounts from data
We interpret the discount function of our 2d-Gain framework as
reflecting the probability of each item on different SERP levels and
ranks being seen by the searcher. In instant search, we assume the
first ranked entity of the first SERP is seen once the sequence is
initiated. Depending on whether a searcher has already found what
they are looking for in the first SERP, the searcher might continue
typing and issuing keystrokes and perhaps move to a second SERP,
third SERP, and so on. As the SERP level increases, there is a greater
chance that the searcher has already foundwhat they are looking for
and is satisfied. Therefore, the items in earlier SERPs of a sequence
have a greater chance to be visible to users compared to items
in later SERPs. Similarly, the items at higher ranks of each SERP
have a higher probability to be seen compared to entities ranked
lower, which might even require scrolling to see them. To adapt
these assumptions to the 2d-Gain discount function, we first study
empirically how persistent searchers are in completing and refining
their queries in sequences. To this end, from LOGinstant-audio we

estimate the survival probability of an entity at [𝑆𝐸𝑅𝑃𝑥 , rank𝑦],
i.e., its probability of being visible to the searcher. We adopt these
estimates as approximating the discount function, although we
recognize that this approximation does not consider abandoned
SERPs and other factors.

We define the survival probability of entity 𝐸𝑖 𝑗 which is ranked
at SERP 𝑗 (or 𝑑𝑖 as in Equation 1), rank 𝑖 as 𝑃𝑠 (𝐸𝑖 𝑗 ) which is the
probability of an entity positioned at SERP 𝑗 and rank 𝑖 being visible
to the user. Figure 4 demonstrates the normalized survival proba-
bility plot based on LOGinstant-audio. We limit both the number of
the SERP and rank levels to 15. Darker cells indicate a relatively
higher survival probability. We leverage the survival probability at
each position, treating it as an approximation of the discount rate
from data in our 2d-Gain formulation, i.e., in Equation 3 we replace
𝐷 (SERP𝑗 , rank𝑖 ) with 𝑃𝑠 (𝐸𝑖 𝑗 ) where the probabilities are derived
from the empirical survival probability estimates.

4.2 Exponentially decaying discount
As an alternative to the data-driven derivation of the discount func-
tion as seen in the previous section, we also consider a model-based
approach. Inspired by traditional evaluation metrics, particularly
RBP [31], we adapt an exponential decay function. Unlike nDCG,
RBP’s discount function is informed by click information, simi-
lar to our approach in the previous section. Concretely, we define
𝐷 (SERP𝑗 , rank𝑖 ) as follows with 𝛼, 𝛽 ∈ [0, 1]:

𝐷 (SERP𝑗 , rank𝑖 ) = 𝑒𝑥𝑝
(
−(𝛼 × SERP𝑗 + 𝛽 × rank𝑖 )

)
. (4)

An advantage of this approach, compared to estimating the discount
rate from data, is that adapting an exponential decay coefficient
gives us the flexibility to balance the trade-off between the SERP
and the rank level. This flexibility may lead to a more accurate eval-
uation of instant search for application scenarios where estimates
of survival probabilities are not available.

4.3 Adapting the nDCG discount
Other traditional evaluation metrics can be adapted into the 2d-
Gain metric by adapting the discount function to consider SERP
level, as well as rank. As an example,we can fit the discounted
cumulative gain (DCG) into 2d-Gain as follows, defining 𝐺𝑖 𝑗 as:

𝐺𝑖 𝑗 = 2𝑟𝑒𝑙𝑖 𝑗 − 1 (5)
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where 𝑟𝑒𝑙𝑖 𝑗 indicates the relevance of the 𝑖th item on the 𝑗th SERP,
and defining 𝐷 (SERP𝑗 , rank𝑖 ) as:

𝐷 (SERP𝑗 , rank𝑖 ) =
1

𝑙𝑜𝑔(𝑖 + 𝑗) . (6)

This definition equates ranks and SERP levels, so that changing the
rank of the target entity by one or changing the SERP level by one,
changes the discount by the same amount. We can also normalize
by ideal gain to yield nDCG. In the case of the experiments reported
in our work, we have a single target entity and we count the gain
only once, so that normalization is not required. In the experiments
that follow, we replace the discount in equation 3 with equation 6.

5 CASE STUDY I: AUDIO STREAMING
Relying on data of an audio streaming platform, we illustrate how
2d-Gain can provide insights into the impact of personalization,
which is an important aspect of many large-scale streaming services,
and we highlight where personalization may fail. Recall that tradi-
tional evaluations metrics are not capable of reflecting sequence-
level differences because they only consider a single ranking at a
time. Moreover, if applied individually to each SERP in a sequence,
they consider all SERPs in the sequence equally and do not reward
rankers that place target items earlier in the sequence. For illustra-
tion purposes, we compare two specific rankers with 2d-Gain and
show how leveraging such an offline evaluation framework can be
useful in practice for assessing instant search systems. We note that
in a production setting, we would directly compare alternatives of
personalized full-featured rankers before deployment rather than
compare against this simple baseline.

5.1 Rankers: 𝑅F and 𝑅P

Concretely, we compare a personalized full-featured ranker 𝑅F and
a popularity-based ranker 𝑅P:

Personalized full-featured ranker: The ranker 𝑅F makes use
of multiple feature groups, including personalization features, as
well as lexical and semantic matching signals. In terms of features
and ranking model, this ranker is similar to a ranker that might be
deployed in production.

Popularity-based ranker: The idea behind 𝑅P is that for each
query, we retrieve items based on the inferred targets of people
who previously entered that query. The more popular an entity
is for a given query 𝑞, the higher it is ranked by 𝑅P. This simple
setup captures the notion of a personalization-free ranker, where
ranking is based solely on popularity, effectively omitting the effect
of personalization from the full-featured ranker. To build 𝑅P, we
follow the following five steps:

(1) For each query 𝑞, we define the ranked list of top-𝑘 most pop-
ular successful items during a period of time 𝑇 , as 𝑆 (𝑞) =

[(𝐸1𝑞, 𝐹 (𝐸1𝑞)), (𝐸2𝑞, 𝐹 (𝐸2𝑞)), ..., (𝐸𝑘𝑞 , 𝐹 (𝐸𝑘𝑞 ))] where 𝐸1𝑞 is the most
popular entity for 𝑞 and 𝐸𝑘𝑞 is the 𝑘𝑡ℎ popular item for 𝑞 during
that time period 𝑇 . In addition, 𝐹 (𝐸𝑘𝑞 ) indicates the number
of sequences where 𝐸𝑘𝑞 was selected as target entity for query
𝑞 during period 𝑇 . Since 𝑆 (𝑞) is a ranked list, if 𝑖 > 𝑗 then
𝐹 (𝐸 𝑗𝑞) ≥ 𝐹 (𝐸𝑖𝑞).
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Figure 7: Difference between the 2d-Gain of 𝑅P and 𝑅F, using
a discount function derived from log data (§4.1). Negative
values indicate that 𝑅P outperforms 𝑅F.

(2) We determine the set of all prefixes 𝑃𝑟𝑒 (𝑞) for query 𝑞 (includ-
ing 𝑞 itself). For example, for the query adele, 𝑃𝑟𝑒 (adele) =
{a, ad, ade, adel, adele}.

(3) We assume that every successful entity for 𝑞 (i.e., the set 𝑆 (𝑞))
was also a successful entity for all its prefixes because the ranker
had the chance to retrieve the relevant item earlier when fewer
keystrokes had been issued. Thus, for each prefix 𝑝 ∈ 𝑃𝑟𝑒 (𝑞),
we obtain 𝑆 (𝑝) = 𝑆 (𝑞). We thus obtain the top-𝑘 popular items
for a query and its prefixes.

(4) Then, we aggregate the ranked list of popular entities for all
queries and their prefixes. We aggregate 𝑆 (𝑞) for all queries in
our dataset 𝑞 ∈ 𝑄 as follows, if 𝑈 is a set of all unique prefixes
in 𝑄 i.e.,𝑈 = {𝑃𝑟𝑒 (𝑞) |𝑞 ∈ 𝑄}:

𝑆𝑎𝑔𝑔 (𝑄) = {[(𝐸𝑢 ,
∑︁
𝑞∈𝑄

∑︁
𝑝′∈𝑝𝑟𝑒 (𝑞)

𝐹 (𝐸′𝑝 ) |𝑝′ = 𝑢]∀𝑢 ∈ 𝑈 } (7)

For every prefix 𝑢 ∈ 𝑈 , we sum the frequency of the successful
entities over all the queries.

(5) Now, for each unique query 𝑞 or their prefixes 𝑝 ∈ 𝑃𝑟𝑒 (𝑞), we
have a ranked list 𝑆 (𝑞) or 𝑆 (𝑝) from 𝑆𝑎𝑔𝑔 (𝑄). We consider these
ranked lists as the output of 𝑅P for each query.
For clarity, in Figure 5 provides an example of the popularity-

based ranker construction procedure. We repeat this procedure for
all queries in LOGinstant-audio — a single day of data. For testing
we apply 𝑅P to queries issued on the following day. Since we train
on one day and test on the next, the ranker could theoretically be
deployed in production, with a new ranker created each day.

5.2 Ranker Evaluation with 2d-Gain
In Figure 6 we compare the effectiveness of the two rankers us-
ing 2d-Gain. Given the availability of log data, we use the sur-
vival probability in the discount function which is estimated from
LOGinstant-audio. As anticipated—also since the relevant labels are
coming from the personalized full-featured ranker—the personal-
ized full-featured ranker outperforms 𝑅P. 𝑅P fails to retrieve any
successful (relevant) entities for more than 40% of the queries (over
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Figure 8: Comparison between the relative effectiveness of
𝑅P and 𝑅F using two different discount functions for 2d-Gain,
one based on a discount on Figure 4 and one based on the
nDCG discount of Equation 6. Negative values indicate 𝑅P

outperforms 𝑅F; the reverse holds for positive values.

400K queries). While 𝑅F, with personalization, outperforms 𝑅P on
average, on specific queries 𝑅P outperforms 𝑅F. Figure 7 shows the
difference between 𝑅P and 𝑅F on individual queries, ordered by
increasing difference. For a subset of queries our popularity-based
ranking outperforms 𝑅F. These are queries for which personaliza-
tion appears to hurt effectiveness. This outcome reflects the findings
of [12, 35], who found personalization to harm some web queries.

Figure 8 and Figure 9 compare 2d-Gain under various discount
functions. In addition, while there is no offline evaluation metric in
the literature specifically designed for instant search, it is possible
to leverage the proposed 2d-Gain framework in §4 and adapted
the nDCG-inspired discount function to be applied to the results.
Figure 8 shows that the data-based discount and the nDCG-inspired
discount identify roughly the same number of queries for which the
popularity-based ranker (𝑅P) outperforms the full-featured ranker
(𝑅F). Additionally, Figure 9 shows the trade-off between SERP rank
and SERP level as we vary 𝛼 and 𝛽 .

6 CASE STUDY II: WIKIPEDIA SEARCH
To provide an additional illustration of our approach, we apply it to
the Wikipedia search box, which provides instant search over the
entities in Wikipedia (Figure 10). As the searcher types, this search
box lists matching entities and allows direct navigation to them1.
While Wikipedia search also provides a full range of other search
features — including content matching, proximity operators, and
regular expressions — its core search feature closely matches the
instant search paradigm.

To illustrate our metric, we also require a stream of queries re-
flecting the relative popularity of entities. While Wikipedia query
logs are not public, we can approximate these logs with publicly
available data that indicates the popularity of entities over vari-
ous time periods2. By taking the top 𝑘 queries over a specific time
period of a day, week, month, etc., we can construct an artificial
query stream, reflecting entities of interest during that period. In
constructing this stream, we assume the searcher types characters

1https://en.wikipedia.org/wiki/Help:Searching
2https://pageviews.wmcloud.org/topviews
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Figure 9: Comparison between the relative effectiveness of
𝑅P and 𝑅F using two different discount functions for 2d-Gain,
one based on the exponential discount of Equation 4, with
different values for 𝛼 and 𝛽 , and one based on the nDCG dis-
count of Equation 6. Negative values indicate 𝑅P outperforms
𝑅F; the reverse holds for positive values.

Figure 10: Example of Wikipedia’s instant search.

of a target entity one-by-one until the target entity appears in the
search results. We then compute 2d-Gain over the entirety of the se-
quence. The artificial query stream constructed for the experiments
reported in this section is derived from the top-500 most popular
entities for the month of December 2022, where the number of enti-
ties and time period are chosen arbitrarily for illustrative purposes.
Due to the artificial nature of this query stream, we do not consider
the experiments reported in this section to be a fully realistic and
meaningful evaluation of Wikipedia search. However, the approach
itself is realistic. If we had direct access to the Wikipedia query
logs, this approach could be used to test and tune rankers. We also
considered applying our approach to other entity-related test col-
lections [3] but these are designed to test different entity-related
tasks and do not fit the instant search paradigm.

6.1 Rankers: 𝑅Wiki-F and 𝑅Wiki-P

To illustrate our approach, we compare two rankers, replicating as
closely as possible the comparison in §5.

Full-featured ranker We take the Wikipedia’s full-featured
production ranker as it existed in early 2023 (𝑅Wiki-F). Using a
Selenium script, we entered each query from our artificial query

https://en.wikipedia.org/wiki/Help:Searching
https://pageviews.wmcloud.org/topviews
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Figure 11: a) Performance of Wikipedia’s production ranker (𝑅𝑊𝑖𝑘𝑖−𝐹 ). b) Performance of three popularity-based rankers
(𝑅𝑊𝑖𝑘𝑖−𝑃 ) based on most viewed queries of September (Blue), October (Orange), and November(Green) 2022. c) Difference
between the performance of Wikipedia ranker with three popularity rankers. The test queries in all subfigures comprise the
top-500 most popular entities of Wikipedia from December 2022.

stream, one character at a time, capturing the output of the ranker
after each character. In order to avoid blocking by bot detection
systems, we gathered this data slowly over the course of several
days. During this period the production ranker may have changed,
and we have been subjected to A/B testing. We do not know if we
are testing a consistent ranker, but the results are genuine in the
sense that they would have been seen by some searcher typing an
entity slowly into the search box during that period.

Popularity-based ranker As our second ranker, we construct a
purely popularity-based ranker (𝑅Wiki-P) from the same public data
source used to construct our artificial query stream, but from the
previous months (September to November 2022). We instantiate
a different version of this ranker for each month (𝑅Wiki-P

𝑆𝑒𝑝
, 𝑅Wiki-P
𝑂𝑐𝑡

,
𝑅Wiki-P
𝑁𝑜𝑣

). We base our rankers on months, rather than hours, days,
or weeks, since we expect to see greater variations in popularity of
entities from month to month, providing a clearer illustration of
our approach. As each query is entered one character at a time, we
match the prefix against the list of top 1000 entities from that month.
If an entity does not appear in the top-1000 entities, it can never be
returned by the ranker, where we choose 1000 entirely arbitrarily
for illustrative purposes. Since it can only return entities from the
top 1000, this ranker is obviously not deployable in production.
Nonetheless, it serves as a simple baseline for comparison against
the production ranker (𝑅Wiki-F) in order to illustrate our approach.

6.2 Ranker Evaluation with 2d-Gain
The absolute performance of the production ranker (𝑅Wiki-F) ap-
pears in Figure 11 as plot a), and the results of our comparison
appear as plots b) and c). Part a) of the figure shows that there
may be room for improvement in the production ranker over our
artificial stream of the top 500 queries from December, with less
than 3% of these queries receiving a 2d-Gain of 1. Part b) shows a
steady decrease in performance as we move to earlier months. For
all rankers, at least 35% of queries receive an 2d-Gain score of zero.
Part c) of Figure 11 presents the 2d-Gain difference between 𝑅Wiki-F

and 𝑅Wiki-P, ordered by increasing difference. Positive numbers in-
dicate that 𝑅Wiki-F outperformed 𝑅Wiki-P, while negative numbers
indicate that 𝑅Wiki-P outperformed 𝑅Wiki-F. As illustrated in the

Figure, the November ranker (𝑅Wiki-P
𝑁𝑜𝑣

) outperforms the production
ranker on this artificial query stream, with more negative difference
than positive differences. The September ranker (𝑅Wiki-P

𝑆𝑒𝑝
) and Octo-

ber ranker (𝑅Wiki-P
𝑂𝑐𝑡

) perform less well, with the October ranker only
slight better than the September ranker. While nothing definite can
be concluded from these results — due to the artificial nature of the
query stream and the simplicity of our popularity ranker — it may
be that additional popularity features would improve the effective-
ness of the Wikipedia ranker. If such features were proposed, our
approach would serve as a suitable offline evaluation method.

7 CONCLUSIONS
Instant search provides the searcher with a complete SERP after
each character they type, so that the searcher need only type a prefix
of their query to find their target entity. Reflecting the relationship
between queries in this sequence, an offline evaluation metric for
instant search must operate over the sequence of SERPs taken as a
whole, rewarding a ranker for placing the target entity higher on a
SERP and earlier in the sequence of SERPs. To address this require-
ment, we define a general 2d-Gain evaluation metric for instant
search, and describe several instantiations of the metric employing
different discount functions. We provide experimental illustrations
of our metrics on a commercial audio streaming platform, based on
query logs from that platform, and Wikipedia, based on public data
from that site. Popularity and personalization provide key features
for instants search, and 2d-Gain allows us to explore the trade-off
between these features, identifying queries which may be harmed
by excessive personalization. Many search engines deploying in-
stant search augment it with query suggestions and other aspects
of traditional search, so that after a particular query prefix, the
search results may consist of a blend of suggestions and entities.
Clicking on the suggestion returns the corresponding SERP, while
clicking on an entity takes the searcher to that entity. In future, we
hope to extend our metric to this case, allowing us to trade-off a
mixture of query suggestions and entities. We also aim at applying
the metrics to other platforms and entity types [15], as well as
extensions that accommodate query abandonment [20]. We hope
to explore additional discount functions to determine the discount
function that best models searcher satisfaction.
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