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ABSTRACT
We introduce an unsupervised discriminative model for the task of
retrieving experts in online document collections [5]. We exclu-
sively employ textual evidence and avoid explicit feature engineer-
ing by learning distributed word representations in an unsupervised
way. We compare our model to state-of-the-art unsupervised sta-
tistical vector space and probabilistic generative approaches. Our
proposed log-linear model achieves the retrieval performance lev-
els of state-of-the-art document-centric methods with the low infer-
ence cost of so-called profile-centric approaches. It yields a statis-
tically significant improved ranking over vector space and genera-
tive models in most cases, matching the performance of supervised
methods on various benchmarks.

1. INTRODUCTION
The expertise retrieval task gained popularity in the research com-

munity during the TREC Enterprise Track [4]. Existing methods
fail to address key challenges: (1) Queries and expert documents
use different representations to describe the same concepts [2, 3].
(2) As the amount of available data increases, the need for more
powerful approaches with greater learning capabilities than smoothed
maximum-likelihood language models is obvious [6]. (3) The ac-
celeration of data availability has the major disadvantage that, in the
case of supervised methods [1], manual annotation efforts need to
sustain a similar order of growth. This calls for the further develop-
ment of unsupervised methods. Our proposed solution has a strong
emphasis on unsupervised model construction, efficient query ca-
pabilities and semantic matching between query terms and candi-
date experts.

2. A LOG-LINEAR MODEL FOR
EXPERT SEARCH

We propose an unsupervised log-linear model with efficient in-
ference capabilities for the expertise retrieval task. We show that
our approach improves retrieval performance compared to vector
space-based and generative language models, mainly due to its abil-
ity to perform semantic matching [3]. Our method does not re-
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quire supervised relevance judgments and is able to learn from raw
textual evidence and document-candidate associations alone. The
purpose of this work is to provide insight in how discriminative
language models can improve performance of core retrieval tasks
compared to maximum-likelihood language models.

3. DISCUSSION
We evaluated our model on the W3C, CERC and TU bench-

marks and compared it to state-of-the-art vector space-based en-
tity ranking (based on LSI and TF-IDF) and language modeling
(profile-centric and document-centric) approaches. The log-linear
model combines the ranking performance of the best maximum-
likelihood language modeling approach (document-centric) with
inference time complexity linear in the number of candidate ex-
perts. We observed a notable increase in precision over existing
methods. Analysis of our model’s output reveals a negative corre-
lation between the per-query performance and ranking uncertainty:
higher confidence (i.e., lower entropy) in the rankings produced by
our approach often occurs together with higher rank quality.

An error analysis of the log-linear model and traditional lan-
guage models shows that the two make very different errors. These
errors are mainly due to the semantic gap between query intent and
the raw textual evidence. Some benchmarks expect exact query
matches, others are helped by our semantic matching. An ensemble
of methods employing exact and semantic matching generally out-
performs the individual methods. This observation calls for further
research in the area of combining exact and semantic matching.
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