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We present Siamese CBOW, Siamese Continuous Bag of Words,
a neural network for efficient estimation of high-quality sentence
embeddings. Averaging the embeddings of words in a sentence
has proven to be a surprisingly successful and efficient way of ob-
taining sentence embeddings. However, word embeddings trained
with the methods currently available are not optimized for the task
of sentence representation, and, hence, likely to be suboptimal.
Siamese CBOW handles this problem by training word embeddings
directly for the purpose of being averaged. The underlying neural
network learns word embeddings by predicting, from a sentence
representation, its surrounding sentences. We show the robustness
of the Siamese CBOW model by evaluating it on 20 datasets stem-
ming from a wide variety of sources.

‘Word embeddings have proven to be beneficial in a variety of tasks
in NLP such as machine translation [13], parsing [1], semantic
search [10, 12], and tracking the meaning of words and concepts
over time [4, 6]. It is not evident, however, how word embed-
dings should be combined to represent larger pieces of text, like
sentences, paragraphs or documents. Surprisingly, simply averag-
ing word embeddings of all words in a text has proven to be a strong
baseline or feature across a multitude of tasks [2, 3].

Word embeddings, however, are not optimized specifically for
representing sentences. In this paper we present a model for ob-
taining word embeddings that are tailored specifically for the task
of averaging them. We do this by directly including a comparison
of sentence embeddings—the averaged embeddings of the words
they contain—in the cost function of our network.

Word embeddings are typically trained in a fast and scalable way
from unlabeled training data. As the training data is unlabeled,
word embeddings are usually not task-specific. Rather, word em-
beddings trained on a large training corpus, like the ones from [9]
are employed across different tasks [3, 11]. These two qualities
— (1) being trainable from large quantities of unlabeled data in a
reasonable amount of time, and (2) robust performance across dif-
ferent tasks— are highly desirable and allow word embeddings to
be used in many large-scale applications. In this work we aim to
optimize word embeddings for sentence representations in the same
manner. We want to produce general purpose sentence embeddings
that should score robustly across multiple test sets, and we want to
leverage large amounts of unlabeled training material.

In the word2vec algorithm, [8] construe a supervised training cri-
terion for obtaining word embeddings from unsupervised data, by
predicting, for every word, its surrounding words. We apply this
strategy at the sentence level, where we aim to predict a sentence
from its adjacent sentences [7]. This allows us to use unlabeled
training data, which is easy to obtain; the only restriction is that

"This abstract is based on [5].

documents need to be split into sentences and that the order be-

tween sentences is preserved.

The main research question we address is whether directly op-
timizing word embeddings for the task of being averaged to pro-
duce sentence embeddings leads to word embeddings that are bet-
ter suited for this task than word2vec does. Therefore, we test the
embeddings in an unsupervised learning scenario. We use 20 eval-
uation sets that stem from a wide variety of sources (newswire,
video descriptions, dictionary descriptions, microblog posts). Fur-
thermore, we analyze the time complexity of our method and com-
pare it to our baselines methods.

Summarizing, our main contributions are:

e We present Siamese CBOW, an efficient neural network archi-
tecture for obtaining high-quality word embeddings, directly op-
timized for sentence representations;

e We evaluate the embeddings produced by Siamese CBOW on 20
datasets, originating from a range of sources (newswire, tweets,
video descriptions), and demonstrate the robustness of embed-
dings across different settings.
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